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I, INTRODUCTION

The design of an antenna array whose performance can be
optimized in some specific sense when the array is utilized to receive
a signal buried in a gencral noisy medium can be accomplished through
noise theory considerations and correlation techniques, In this repert,
the correlation coefficient of the noise voltage will be shown to relate
the noise power received to the element spacing in a linear antenna
array, Then, antenna arrays employing multiplicative and time
averaging circuitry which implemecnts the definition of correlation
coefficient will be examined in some detail in order to determine their
voltage response patterns and their resolution characteristics,

For the purpose of this analysis assume that the nojse sources
are spherically distributed and are stz.1stically independent, The
voltage ~roduced on an isotropic antenna by tbe noise originating ir. 1
element of solid angle d2 can be represented by the usual Fourier
geries:

©
x{t) = Z [a.k cos(2wf, t) + by 8in(2w£kt)]

k=0
where

lim T'Efa_a }=0 formén
P> o m n '

I;Em T'E{bmbn} =0, form {n
lim T-E{a_b }=0

T mn

lim T-E{a:} =lim T.E{b’} = 2 W(£,).
> > n

In this representation, the coefficients ay and bk are distributed
normally with means zero; E is the expectation operator, and W({f)
1s the (two-sided) powar spectral density induced on the antenna

element by the source,
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(11, SIMPLE ADDING OPERATICHNS)

The noise voltage will be applied to the elements of a linear
antenna array. Each element will be connected to an individual

amplifier and phase shifter. The output of each antenna~amplifier-

#2 #M

[-AZ Am

—%
¢, P

l

CNMBINING NETWORK

O'J}PUT

phaseshifter circuit 18 connected to a combining network which will
operate on the individual elemant voltages to provide an optimum
cutput voltage from the total array. In this report, the effect of
additive and multiplicative operations in the combining network will

be considered.

1. SIMPLE ADDING OPERATIONS IN THE COMBINING NETWORK




(11, SIMPLE ADDING OPERAT IONS)

Consider two elements, i and j, displaced vertically in the
snherical coordinate system as shown, with a distance dij between
them, Then the voltage produced in one element by a point noise
source located at eo, ¢0 would be displaced in time from that produced
in the other element by the factor (dij/C) cos 8.

In generai (with ni(t) represgenting the noise voltage induced on

element i):

ni(t) = a) cos wak(t + 'ri) + bk sin Zn'fk(t + -ri)

™

- 3 1]
nj(t) = cos Ztrik(t + -rj) + bk sin erfk\t + 'rj)
where T and Tj represent time displacements relative to an arbi. ry
reference point,
u ni(t) is the voltage that would be produced in an isotropic
element, then the voltage in an actual element would be modified by

the gain in field intensity, g(0, ¢), of the element,

g(8, ¢) =NG(6 §) where G(6, ¢) is the power gain pattern of
the element.

The voltage at the output of the elemen:~amplifier circuit could
be further modified by the phase shifter. In this analysis it will be
assumed that the desired signal is located at a point such that the
signal voltage produced on all elements will be in phase, and the phase
shifting networks can then be xet on zero, Thus the voltage produced
by a noise source located at 90, ¢0 will appear at the output of the

antenua element-amplifier circuit as

It is assumed that all amplifiers have the same bandwidth
characteristics with center frequency fo and with bandwidth B, The
amplitude of the gain produced by each amplifier may vary {rom that



{Il. SIMPLE ADDING OPERATIONS)

of the others; the amplitude of the gain of the i-th amplifier is indicated
by Ai'

By carrying out the standard analysis of the narrow band gaussian
process, ! it can be shown that the sur: of M clement voltages can be

represented as

M
z Ni(t) = A(t) cos wot + B(t) sin mot = C(t) cosf coot +hit)]
i=}

where Alt) and B(t) are distributed normally with
E{A} = E{B} =0

E{A(t) A(3}} = E{B(t) B(s}} =

B
fot 3 M M .
AR [2‘5’([)2 Z "ngmAnAm Tos &trf(vn- Tm) cos Zn(f-fo)(t- s) | df
fo- —z n=lms=} -

E{A(t) B(s)} = - E{B(t) A(s)} =

for 2 M M
SI 5 [ZW(I) } z gngmAnA‘m cos va(Tn - fm) sin 2r(f - fo)(t - s)} df
f. - > n=lm-=l

The amplitude of the noise voltage at the output of the system, C{t),
is Rayleigh distributed with parameter u'z = E{Az}, the average noise
power (unit resistance) in the output circuit,

Tke noise voltage which has been calculated is that contributed
by a singie point noise source. The total noise voltage at the output
of the antenna network is then the sum nof the contributions of all noise
sources (this 18 the integral over the sphere in the case of continuously
distributed noise’,

Tha average noise power can be expressed in terms of the

correlation coefficient, Rnl-r), of the noise. Assuming a continuous



(II. SIMPLE ADDING OPERATIONS)

distribution of noise sources, this becomes

2 ‘- )
N _Zz AA R (1))
i=1jz1

where

W(f, 6, $) coa(Ztrf'rii) sin 0 d9 d¢ df

Oy
Oy
2

The signal voitage is 2ssumed to be broduced by a signal source
located on the main lobe axis and 18, therefore, in phase on r.ci of the
antenna clements, So the total signal voltage in the output circuit of
the antenna system is

M
S(t) =Z As(t)

i=1

and the signal power is

M
2
S" = Z AiAsz(O)
i=1j=

o

where

f0+

R (0) = 5 5 2W _(f) o
fo-z

o o

The average signal-to-noiec power ratio in the output circuit ig

M M
SZ _ T v AiAj RB(O)
N L Kixj I{nhij)

i 1

[1]

—
[

1]




(III, MULTIPLICATIVE OPERATIONS)

This equation was obtained through a different, though equi-
valent, line of reasoning in a previous report, 2 Since the signal-to-
noise power ratio is a function of the correlation coefficient of the
amplified noise voltage, it can he optimized by proper choice of
spacing between the anteuna elements. For a given number of elements
in the array, the signal power is {ixed, and the noise power is raini-

mized by proper selection of element spacing.
III. MULTIPLICATIVE OPERATICNS IN THE COMBINING NETWORK

The combining network can be employed to multiply cogether
the individual clement voltages. For practical effectiveness this
requires time averaging at eome point in the network. This combination
of multiplication and time averaging then satisfies the definition of the

correlatic 1 coefficient:

T
RiT) = lim %Tg n(t) n(t + 7) dt.
B> o T

In considering practical networks that can be used to carry out
this correlation process, two general variables arise: (1) possible
combinations of the multiplication and averaging circuits, and (2}
restriction of time averaging to a finite time interval. The first of
thcse will be considered for single frequency signals and for general
random signals in this section. The asecond will be discussed in the
next section,

The voltage response at the output of the antenna array for an
arbitrary angular location, ¢, of a single signal source will be defined

as the directivity pattern of the array.

A. MONOCHROMATIC SIGNALS

The antenna directivity patterns which result when individual
element voltages induced by a single monochromatic source (negligible

noise) are correlated have been investigated by several researchers, 3,




{1il. MULTIPLICATIVE OPERATIONS)

In general, the procedure has been to recall the directivity patterns of
linear additive arrays and then to demonstrate prodi.:t arrays which
wiil give equivalent directivity patterns.

The directivity patterns for linear arrays with constant eiement
spacirg, d, can be expressed by one of two series, depending on an
odd or an even number of elements in the array.

1. For an array of 2n+l clements, the sum pattern is given by

n

P2n+l(¢) = z Ak cos Zku
k=0

where u = (7d/A} 8in ¢. The array is assumed to be symmetrical with
regpect to its center element, AO, (Ai = A—i)’ P2n+](¢) is the ampli-
tude gain given by the array to an input signal E0 sin (wt+¢). The
center of the array is the phase reference.

2. A linear array of 2n elements and constant spacing, d, has
a sum pattern

n

Pzn(dg) = z Bk cos(2k - 1)u
k=1

Again symmetry is assumed, so Bk is the ‘common amplification of
the two elements which have distance (k - =) d from the array center,
Berman and Clay have described an array in which pairs of
signals are multiplied together and then time averaged. The output
voltage is formed by multiplying together all of the resuiting time
averages. With this procedure, an array of n + 1 elements, with

successive elements spaced D, 2D, 4D, -, Zn"l

D from the first
element, has a directivity pattern equivalent to that of a 2" element
additive array (equation (2) above) with constant element spacing 2D.
In this case the product array is about one~fourth the length of the
equivalent linear array. Such a product array with four elements

could be representrd as

R



(I1I. MULTIPLICATIVE OPERATIOND)

I X AVG,
1 1
2 X
A
&
3 X “AVG X p—=%
4 i
X ' AVG
4 T
. 1
\'2 ccr lim g cos wt cos{ut ~ T,.) dt
out i:.-Z! meT' o 1

4
voutcc l i cos WTy

i=2

With proper spacing of the elements, this pattern is the same as that
of an eight-element linear array.

A second possible product array carries out all desired
multiplications beiore finally time averaging the product. Analysis
of the directivity pattern in this case shows a smaller saving in over-
ail length over the equivalent linear array than was the case in the

first product array discussed. Again a four-element example is



(III. MULTIPLICATIVE OPERATIONS)

T 4

. 1

Voutoc lim o7 31 ‘ | cos(wt - Tli) dt.
o T g

With proper spacing of the elements, this pattern is the same as that

of a gix-element linear array.
It is also possible to start with two elements and to process

the element voltages to get directional patterns which are equivalent

to those of odd or even element additive arrays.

fe——o

“qLi-é




(111, MULTIPLICATIVE OPERATIONS)

Voltage induced on element #1 sin{wt + )
Voltage induced on element #2 sin[ ot -(—‘%s- sin¢)+ y]
tput of multiplier Y = sin{wt+ $) sinfwt - (‘9‘-?- sin¢)+\p]
. . |1 s _.
After avcraging Y= 5 cos ((‘—::- sin ¢)
wd

And, ifd =28, ¥ = cos(—-—sin¢)=écosu

S

o} —

Brown and Rowlands have shown how to use this function to

synthesize a directivity pattern. Using the relation
Tn(cos u) = cos nu n=0, 1, 2,

where Tn(x) is the Chebyshev polynomial of the first kind, cvery term
in the cosire series of the desired directivity pattern can be synthesized
by a suitable combination of power law devices operating on the outp.

of the two-element correlation pair. Arithmetically, two elements

can thus be made to give a directivity pattern equivalent to that of a
linear additive array of any arbitrary length. In practize, noise
considerations, ignored in these pattern calculations, and the presence
of more than one signal source would limit the length of the equivalent
linear array which could be synthesized. These points will be con-

sidered in more detail in a later section.

B. BAND-LIMITED RANDOM SIGNALS, GENERAL CASE

As with the monochromatic signals, the basic unit in .ae study
of correlation of band-limited random signals is the two-element array.
In this case the signal can be described only in statistical terms, and
statistical methods can be utilized to describe the performance of the
system. As before, noise will be neglected in initial considerations
and will enter in a later section. Correlation in such a two-element
array is directly analogous to the operation of correlation detactors,
which have been described in the literatnre, 5 Perf ormance of
correlation detectors, however, is usually studied in terms not directly

applicable to the description of the characteristics of antenna arrays,

- 10 -
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Xt Jhin Yt

Hiw)
g
x il ave. "m‘"OUTPUT
Xa(t) 1 aly) ya(t)
)

The voltages induced on the antenna elements are stationary and
ergodic random functions of time with normal distributions and are
confined to 2rB, a cloued interval in w. The amplifiers are linear,
time-invariant networks with system functions H{w) =| H(m)l e‘i'q(““)t
and G{w) = l G(w)l ejy(w)t’ Fourier transformable into the impulse
responses h(t) and g(t).

For each set of the ensemble of signal functions, the Fourier
expansion is;

N
xl(t) = z a cos(wit +¢i)

i=1

N
xz(t) =z bi cos(wit + \lti)
i=1

- 11 -



(IIl. MULTIPLICATIVE OPERATIONS)

where
L. a, bi are Rayleigh distributed with:iz- = ZvVl(fl) &f and

1: ZWZ{fi) 5f, with W(fi) as the power density over a frequency

b.
inlterval &f centered at fi;

2. 4>i, \pi have uniform distributions over (0, 27);

3. wg is the lower edge of the band of width B cps, and .
w; = vy + Ani/T.

Then

N

yl(t) = }, a, hi cos(wit + 9, +ni)
i=1

yz(t) =Z bi g coa(wit Yt Yi)
i=1

After multiplication

N N
Y(t)-yl(t)yz(t =22 b. gj -zcos(wt+w t+¢i+\p +n + yJ)+

1
3 coa(_wit . wjt + ¢i - q;j tn, - yj)] .

The first cosine term describes a band of frequencies centered at
twice the mid-frequency of the band-limited signal, and the second
cosine term describes the dc and low frequency component of the
output voltage,

After averaging:

¢ @]
Y{t) =S abgh cos(¢ - U +1 - y) dw.
0

jw'r.

Now in this antenna case xz(t) = xl(t) e So a, = bi and

\l:i gt oT. And if the amplifiers are assumed to have i1dentical

- 12 -



(I1I, MULTIPLICATIVE OPERATIONS)

phase functions and constant amplitude functions, the output is

o
T = (G- H) S‘ W(w) cos wr dw = (G- H) R(r)
0

or the correlation function. For this normally distributed signal with

a rectangular frequency function (center frequeacy fo)

- (G- gin B ¢
Y(t) = (G- H)B g C°8 Zw.o-r

The obvious advantage to specifying amplifiers with identical
phase fuacticia and constant amplitude functions is that this leads
directly to a statemesut of the output of the system :ia terms of the
correlation function of tha input bandslimited signal. A signal which
is norn.ally distributed over the pass band of the amnplifiers can b.
analyzed most simply through its characteristic function. Asa
result of these two statements, the performance of correlation arrays
with more elements can be determinced in a direct manner.

Before considering more elements, however, it is useful to
peint out the self noise or fluctuation compenent of the output voltage
of the multiplier ia the simple two-element carrelator. For a
normally distributed signal source located in the principal lobe of the
two-elemecent array (7 = 0}, the output of the multipiier has a Chi-
square distribution whos: mean value is the desired array output
voltage, and whose ac component is the 2~lf noise which must be
minimized by time averaging. For an arbitrarily localsd source
it waz shown previously that the mean value is proportional to R(r),
the correlation coefficient. The sariance is proportional to
[R(0)2+ R(T)Z], or

2
2 2 R(0)
e R(r)" |1+
=l

This variance does not go to zero. Its value decreases by 1/2 as the

signal moves from the main lobe to a position where its mean value

-13 -



(lII, MULTIFLICATIVE OPERATIONS)

is zero.
Az an evample of the calculations of directivity patterns of

correlation arrays with a greater number of elements, cousider a

four-element array,

The desired output voltage is simply the expected value of the product
of the four element voltages.

Y{t) = Vlitf Vzltf Vslt; 94]“

And, since these are normally distributed band-limited voltages, this

becomes
Ye) =[v (V0] vamv o) v 1(c)v3(t)][v AUV 4(t)]+Evfl(t)V4(t):][V2(t)V3(t)]

ocR('rIZ)R(T34)+R(713)R(?Z4)+ R(r14)R(-rz3)

With a rectangular frequency function, each correlation coefficient
has the form

sinwB~-
R(O)—--—-——11cos 2nf T

R(7 BT 07 i

11) =

- 14 -



(II. MULTIPLICATIVE OPERATIONS)

And with relative element spacing chosen to make d,, = D, d,, = D,
and d34

the directivity pattern of a uniform linear array,

= 2L, the vrrean output voltage can be put in 2 form resembling

1 {sin BX sin 2BX , 8in 2BX sin 3BX
T {7 [—ssz— “ZBX T TIBR "'z'ix"']c“ H2tyX) +

_%[am BX sin ZBX+ sin BX sin 4BX " cos 3(2fOX) +

l[ain BX sin 4BX | sin 2BX sin 3BX

ZL7BX 48Xt “ZEX }“B 5(2£,X) |

where X = (vD/c) 8in ¢, For a very narrow bandwidth the coefficicats
of the cosine terms approach unity znd the directivity pattern of this
correlation array (length 4D} is the same as that of a six-element
uniform linear array (length 10D). As the bandwidth increases, these
coeffic.ents influence the amplitude of the sidelobe structure of th
directivity pattern, This is shown in Fig. 1 for one basic spacing,
D, and for two bandwidths.

The assumption of a random signal source with a normal
distribution permits a pattern analysis by the characteristic function

method. The characteristic function is

. K K
JEix, + jE.x, +0. 0. + j€
E{c 1% 5% KXK}HXP[}%Z ZR(rrs)grESJ

and the pattern will be given by the appropriate coefficient in the
expaneion of this function. For example, consider a simple three-

element array., The directivity pattern will be givea by E{V1V§V3},

AVG.

- 15«
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(III, MULTIPLICATIVE OPERATIONS)

where E{x} is the cxpectation operator, This will be the coefficient
[(,{,1)/1 (JE ) /" (J'E,S)/l] in the power series expansion of
exp[-(1/2) z::mv o &5, ]

{vlvz Vil o RIOIR(T 5) + 2R(T | ,)R(T 55)

If we assume a rectangular frequency function and relative element

spacings d12 = D, d23 = 3D, the directivity pattern can be written

CCE ¢ 7f0X)}

ol —prr— TR ]cos Z(ZfOX) +[

where X = (wD/c) 8in $.

The variance of the output voltage isc a measure of the unwantsc

v Tain BX sin 3BX s8in 4BX ain BX sin 3BXJ
out { r'3:)14 BX IBX

ac power which must be reduced by time averaging, so this quantity
must _e known to complete the description of a correlation array

Just as in the calculation of the average output voltage, the variance
can be determined by the characteristic function method, in this case
by first finding E{ Vv V3) } This is the coefficient of

[(jE ) /2! - (jez) /4‘ - (183) / '] in the same poweur series expansion.

E{(vlvzzv3)2}ac [ 3R(0)¥+ 6R(0)2R(+ 13)‘7'+ lZR(O)ZR(TIZ)Z+

12ROV R(7 5502+ 24R(7 ) ,)°R(7 ;502 + 4B R(O)R( PLUPLLN

The mean and the variance of this array voltage, each normalized to
unity at (2£yX) = 0°, are shown in Fig, 2.

C. BAND-LIMITED RANDOM SIGNALS, SPECIAL CASES

In the previous case no frequency restriction was imposed an
the multiplication circuitry. It is apparent that as the number of
antenna elements increases this operation of multiplication will impose
frequency bandwidth requirements which may be difficult to meet, For
each stage of multiplication added to the array circuitry, frequency
requirements are doubled.

-17.
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(III, MULTJPLICATIVE OPERATIONS)

As shown in the cquations for the two element ,roduct array,
the output voltage consists of a low frequency component and a
component centered at ZfO. If this low frequency component of each
product pair is selected by a low pass filter for use in subscquem
stages of multiplication, the over-all frequency bandwidth requirements
of the correlation circuits are kept within reasonable bounds,

In this case the directivity pattern cannot be obtained from the
characteristic function but must be calculated from the low frequency
term of the equation for the two-element product pair. By rejecting
the doubie frequency component some increase in the width of the
directivity pattern must be expected., It is also noted that the low
frequency component is gensitive primarily to the spacing between
the two elements of each pair, The spacing between different product
pairs 1n the array influencss the sidelobe level through the (sin nBx)/(nBx)
coefficients. For example, congider the two-product-pair corre. tion

array

- 19 .



(IIl. MULTIPILICATIVE OPERATIONS)

m([-sinxlzﬁ. sinX3£* SmXMB-Bman]cos(X VX, )24

o JX;B X548 X148 X358 12734/ %0
[ si; Xi:ZB' sin x343+ six;cxlgB' sinxxégB con (X,, -X34)2fo}
L 252 X3,B 14 3P

with Xii = (wdi./c) sin 4. CSince spacing between the pairs has only a
second:;ry effect on the directivity pattern, this can be eliminated,

giving two product pairs from three elements, The directivity pattern

is then given by (with relative spacing D and 3D):

sin XB  sin 3XB , sin 4XB
[ 75 X~ —I%6 ] cos 4(2£0x)}

As a comparison of the directivity patterns which result from
the general correlation array utilizing all frequencies and from the
low frequency correlation array, consider a four-element array under

both conditions:

.20 -



{III. MULTIPLICATIVE OPERATIONS)

With relative spacings d12 = 4D, d23 = D, d34 = 2D, the equations
for the two cases are

1. General case

V;:toc{A cos 9(2{,X)+ 4B cos 7(2£,X) + C cos 5(2{;X) +
2D cos 3(21'0X) + 2E cos (ZfoX)}

2. Low frequency case

Voutoc[ F cos 7(2f0X)+ G cos S(ZfOX) + H cos 3(2foX) +

Icos (ZfoX)]

In each case the coefficients A, B, «+- -+ are functions of (8inn XB)/(n XB)
whose values are approximately unity for narrow band situations and
become less than one only in wide~band circuits. Assuming a value

of unity for these coefficients, the directivity patterns for these tweo
cases are shown in Fig. 3.

- 21 -
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{iv. EFFECT OF FINITE
AVERAGING TIME)

1IV. EFFECT OF FINITE AVERAGING TIME

The antenna directivity patterns in corrclation arrays ave exact
only in the limit of infinite averaging time, In actual correlators this
integration time would be a finite interval chosen as a compromise
between the desired response of the system and the maximum time delay
which can be tolerated. It becomes important, then, to investigate the
system performance as a function of this integration time.

An expression for the effect of an averaging device can be ob-
tained from general filter considerations. 6 If h(t) is the effective
weighting function of a linear measuring device, and x({t) is the function
to be measured, 2 measurement MX(T; made at time t = T after x(t)

has been introduced at t = 0 can be expressed by the cbnvolution

T
Mx(T) = S\h(u) x(T=-u) du hiu) =0, u<O
0

where (0, T) is the observation interval. Mx(T) will vary from obscr-
vation to observation, fluctuating about the expected vaiue M_{T) with a
variance ¢ ° = Mx(;? - [M;(T')]z

In the general situation, x(t) is at least wide sense stationary,

and
T
W) = | niw) AT aw
0
TT
M (T) = § h(u) ROFGTRIT=v) h(v} du dv
0

h(u) ¢x(u-v) h(v) du dv

il
O(/j,_]
S0

where ¢x is the correlation coefficient of the function to bc measured.

For an ideal integrator h{u) = 1/T, 0 <u<'T. And
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v—-—-—z T
iy 2
M (T)" = S‘(x - =)W, (8) ds

0

This result was obtained by Davenport7 in an early study of
correlation detectors, Hovever, his analysis was directed to a des-
cription of signal-to-noise ratio in these detectors, while the present
investigation is concerned with placing confidence intervals around the
expected value of the output voltage, so the methods of utilizing the
information in these equations will differ,

The information required for this statistical descripticn of the
output voltage will be the expected value and the autocorrelation co-
efficient of the input voltage to the time averager, The calculations
will be discussed in some detail for the two-element array, and then the
effect of more clements in the correlation array will be indicated.

If we consider the usual two-element array, an arbitrarily located
signal source induces a band-limited random signal Vl(t) on element 7l

and Vo(t) = V,(c + T} on element #2, Then, after multiplication
Y(t) = Vl(t)vz(t) = vl(t)vll‘t+ T)

) = RV(T)

q;v(s) Y{t)Y(t+s) = Vl1t)V1(t+ T)Vl(t + s)Vl(t+ T + 8}

Ry(1)% 4 Ry(8)? + Ry (74 8)R (7 - 8)

The last term of this expression for the autocor:elation coefficient
of the product voltage becomes rather awkward to handle in the equations
for the integrator circuit., And as more elements are added to the array,
the corresponding terms in their product equations increase the complexity
of the calculations, Since the interest here is in the change in integra-
tion time required as the number of elements in the correlation array

increases, an approximation for the correlation coefficient will be used
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which will permit straightforward calculation of tne integration
characteristics,
If the signal source ig located in the principal lobe (v = 0), the

equations for the product voltage become

TTH) = By (0)

R(0)%4 2R(s)?

i

by le)

R(OX(1 + 2p(s)?)

3

where p(s) is the normalized autocorrelation coefficient; p{s)=R(s8)/R(0).
Then for an arbitrarily located source, the approximate product voltage

equations are
thi = RV(T)

byls)= Ry(r)2(1 + 2p(s))

This approximation is good for positions near the principal lobe axis

and fails for positions that make RV(T) quite small (RV(T)-—> 07.
For the usual rectangular band-limited voltage,

p(8) = (sin w Bs/w Bs) cos Zﬂfos, and the equations for the ideal

integrator are

My(T) = Ry(7)
T

MY(T)Z 3 WL S' 1 , o sin‘mBs 2 vaos) ds
0 (rBs)

2 2 ; simrBs & sinwBs 2

M(T)" = Ry() S rrBs ) ( 55 ) cos er(Zio)s]ds
0

The solution of this integral can be expressed in two parts, the first
depending on the low frequency components o. the product voltage, the

second determined by the double frequency component,

2 2 2 2
MY(T) = RV(T) {1+ m ¢+ me]
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Or, in terms of the variance at the output of the integrating circuit,
2 2 2 2
o= RV(T)" [mu +m,e ]
where

mu. =

2 [- 1 -cos ZﬂBT+ 2 Si(2rBT) _.._._,1__._2 Cin(ZﬂBT):‘]

(BT)°  wBT ("BT)

1
S BT for BT >> 1,

2 _[si(2vBT) Si(2krBT) . (ktl)Si(2ke2)wBT , (k-1)Si(2k-2)rBT
mzf‘[—LETJn *=3B3 +—‘T%T—n =BT +

L

2
sin“BT 2 oo Cin(2rBT)_ Cin(2kwBT) , Cin(2k+2)wBT

(vBT)* 2ArBT)®  2(nBT)* 4(nBT)*

Cin(2k- a)nBT]

4(nBT)

where k = (4£0)/B, Si(x) is the sinc integral, and Cin(x):_[(l-cosv/v) dv

The standard deviation of the voltage at the output of the inte-
gration circuit as a fu. ction of the integration time, T, is shown in
Fig. 4. In the limit as T-> 0, the variance is 2 R.‘,(-r)z = m.;ﬂ')z, as
would be expected for the Chi-square distribution. For voltage samples
observed without integration, a 95 par cent confidence interval on the
output voltage extends from zero to 3, 84 H’;('f.’). As integration time
increases, the confidence interval becomes smaller, and observed
voltage samples would cluster more and more closely about the expacted
value, M'Y_(T'). Figure 5 shows this narrowing of the 95 per cent
confidence interval as integration time increasea.

it should be noted that the double frequency component of vari.-
aince decays rapidly compared to the low frequency component, A
correlator whose integration time is long compared to 1/1'0 may still
have an output voltage with an appreciable variation because of this

low frequency variance. If the input circuits of the integrator rejected



*1 ‘swny uorjeadajur yo uvorisulg e se a8ejjoa judinc jo sdurLIRA—F DI

<

EFFECT OF FINITE

AVERAGING TIME)

(Iv.

uauoduwo)
Aouanbaaxg o

juauoduron
Aousnbaa g sqnog c———

g yiptapueg jo {eullg wopuery pajnur-pueg
adejto wding paydadxmy :x

-

asanog jeudig 218mg
103B[{23I100) Teap]
Aeaxy Jusmrayg-~om]

-
o
2 o ‘adumiavy

- 27 -



rawayy uonyesdajut yo U013duny ¢ s® [eAIajUT DUIPTUOD jus>s .iad dA13-LIPUIN~-*G DI
1l
9% o€

4

1211 \\\\\\

F A

g ‘MIprapueg

Teufrg wop ey pajrwrpueq
2323104 indinp P3joadxyg X 4+ xz

adanog reudrg ardurg X
Lexxy UMW ~OM]T,

- 28 -




{Iv. EFFECT OF FINITE
AVERAGING TIME)

this double frequency component of the product voitage, the output
voltage would fluctuate with only the low frequency component of vari-
ance, Regardless of this circuitry, however, the integration time that
will be necessary to reduce the fluctuation will be very long compared
to 1/£0, and the double frequency component of variance can generally
be completely neglected,

Incidentally, this statistical description of the fluctuation of the
output voltage of a two-element correlation array is the same as the
statistical description of the signal power sutput of a linear additive
array. The only difference would occur in the magnitude of the expected
value, M;TT’) Knowing the variance of the linear array power fluc-
tuation as a function of time, we can compare averaging time require-
ments of more complex correlation arrays with that of the familiar
additive array.

T..e autocorrelation coefficient of the product voltage. Y(t), " r
general correlation arrays will be calculated in the same manner as
for the two-elemcnt array, The expected value of the product voltage
can be determined from tha characteristic function as in the preceding
section. The autocorrelation coefficient of the produc! voltage for a
source located on the main lobe axis can also be determined by the
characteristic function method. This wil! be modified by inserting the
expected value of the arhitrarily located source, and the resulting form
will be used to approximate the actual autocorrelation coefficient.

The expected value of product voltage is given in the following

table for a few values of the numnber of elements, n,

a_ RG]

2 R(-rlz)
4 RUwp pIR(7 340+ R(7 3)R(T54) + ROy JR(7 53)
6
6 z R(’rlm)R(-rno)R(qu), m#ndoépiq
monvorgq.:Z
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The characteristic function for the product voltage is

F(El, §2, 8) = E {exp [j§1V(t)+jEzV(t+ 8)]}

= exp [- MO (21 ] - Ris) §)8, ]
Then Y, (8} 18 the coefficient of (j§ )n/n.'-(jEZ)n/n! in the power series
expansion of F(§l, EZ, 8).

n b, (8)

2 ?’(t')z [1+2 p(u)?‘}

4 T2 [9 + 72 p(s)? + 24 p(s)*]

6 T [ 225 + 4050 p(s'? + 5400 p(8)? + 720 p(s)®]

Calculation c® the variance, for the usual rectangular band-limited
voltage, gives

for two elements (and for signal o-i = Y(t) ’i}—'f
power in linear array)
2 2 4. 68
for four elements oy = Yi(t)"
: 2 Z 15,52
for six elements Ty = Y(t) - Uom

in all cases, BT >>1

This last table shows the general relationship between variance
and number of elements in a correlation array. For any established
level of fluctuation in the output voltage, a six-element correlation
array will require an integration time 15, 5 times as long as is required
for a linear array (or a two-element correiation array). In the pre-
vious section the directivity pattern of a correlation array was tuund to
be similar to that of a much longer linear array, Thus the correlation
process in antennas is seen to be essentially one of trading space for

time.
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V. RESOLUTION CHARACTERISTICS OF CORRELATION ARRAYS

In deacribing the capability of a correlatiou array to resolve
two similar signal sources separated by an angular displacement 6,
the directivity patterns developed in Section III cannot be applied
directly, Since the correlation arrays depend on multiplicative overa-
tions, the presence of two sources causes cross~-product terms to
appear. These turms then necessitate additional calcalations to
determine resolution capability. These calculations will be examined
for correlation arrays in the presence of single frequency sources and
randomly varying sources. The correlation arrays will be found to
have resolution capabilities equivalent to those of ionger linear arrays,
if the sources to be resolved are independent; however, for coherent
sources resolution may be possible only for certain specific separa-
tions of the sources and not as a general rule.

First, let us examine a four-element correlation array as
developed in Section III. Assume there are two monochromatic sources,
source A (VA = A cos wAt) and source B (VB = B cos wBt), separated by
an angular displacement 8°. The general expression for the voltage
response of the array as a function of position of the sources is quite
lengthy, and is developed in Appendix I. It is found to depend on the
coherence of the sources, The two cases that occur can be summarized:

1. For two coherent sources:

Vout o« A4(coa X+ cos 3X+cos 5X)+ B4(cos Y+cos 3Y+cos5Y)

+ A3B f(cos (nX-mY)] + AZBZ f[ cos (nX-mY)] + AB3f[c08(nX-mY)]
2. For two sources of slightly different frequencies:

Voutm A4(cos X+ cos3X+cos5X)+ B4(coa Y+cos3Y+ros 5Y)
+ A>Bf{cos(nX-mY ) cos 6t] + AB> f[cos (nX-mY).cos 6t ]

+ AZBzf[cos (nX-mY). cos &t] + 2%p? f[cos (nX-mY,]
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where X = (wD/c) 8in ¢pandY = (wD/c) sin ¢B are the phase delay
factors for the two sources with element spacing D, and {[ cos(nX~mY)]
represents a number of cosine terms containing these phase delay
factors, while f[ cos (nX-mY)- cos §t] represents a number of these
cosine terms modificd by the beat frequency component, §t, between
source A and source B,

In both of these equations, the first two terms correspond to
the voltage response pattern of a linear antenna array in thc presence
of two sources, The remaining terms arise from the nonlinearity of
the correlation array, In the case of two sources with ident.cal fre-
quencies, the cross-product terms are constant with time and averaging
the cutput voltage will not alter the result. When the sources have
diffierent frequencics, however, time averaging can be employed to
reduce the beat frequercy (cos 6t) part of the cross-product terms;
but even in this case the resulting voltage response pattern will not be
precisely equivalent to that of the linear array, since some of the cross-
product terms will remain constant with time and will contribute to the
dc component of the output voltage,

The voltage response pattern of this four-element correlation
arvay as the array is rotated past a pair of coherent signal sources
separated by an angular displacement of 20° is shown in Fig. 6, In
this case the cross-products result in an apparent indication of a single
source located midway between the actual pair of sources. This four~
element correlation array will resolve sources with an angular separation
of 14% and with an angular separation of 28°, but a pair of sources whose
angular separation is in the range 0°-13° or in the range 15°-26° will
not be resolved by the array.

It should be noted that if the correlator con.ains only one stage
of multiplication, then the cross: product terms oceurring from two
sources of different frequencics appear only as beat frequency components,
These terms describe a low frequency ac signal appearing with the
desired dc measurement voltage. In this case the cross-producl terms
can be minimized by time averaging the output voltage, However, if

more than one stage of multiplication occurs between the antenna element
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and the output of the array (as is the case in the example of the four-
element correlation array), the cross-product terms will cecur as low
frequency ac terms and also as dc terms. In this case the equivalence
between the correlation arrays and the linear arrays is not immediately
apparent but must be Jdetermined by calculation of resolution character-
istics for the particular type of signal encountered.

Assuming a basic spacing D = \/2, the four-element correlation
arcay of length 4D will resolve two sources of slightty different fre-
quencies at approximately 19, 5°. This is equivalent to the resolution
of a uniform linear array with an aperture of 9D, about twice as long.

A slightly more complex example of a correlation array is one
discussed by Drane:

-e

—d
L4

- X

The element on the left vrepresents a uniform linear array with aperture

2a, while that «n the right iz a simple interferometer with aperture 2b,
The directivity pattern of the uniform linear array is proportional

to (sin Xj/X, where X = w(a/c)sing, The directivity pattern of the

interferometer ig proportional to cos Y, where Y = w(b/c) siné. U

a = b and there is ne spacing betwen the right end of the linear array

and the left element of the interferometer, the directivity pattern of

the correlation array is

v

« sin 4X
out X
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which is the same as the directivity pattern of a uniform linear array
of twice the length of this correlation arrav,

However, i two coherent sources are present the output becomes

. e .
Voutoc 812;XA . su;’;X s cos (XA . XB ism X%rcos XB+COS}iA§;szB]
A B - L A B

The third term again occurs beczuse of the nonlinearity of the correlator,
Calculation of the resplution capability of this arrayr shows that it is
equivalent to a uniform linear array 1-1/2 times as long as the cor-
relation array.

Tuese have been only two examples of the effect ¢f cross-product
terms in a correlation array in the presence of monochromatic sources.
in each case that might be considered, the effect of these terms would
vary, depending on the types of signal voltages emitted by the sources
and by the n mber of successive muliiplicative processes in the cor-
relator.

When twe statistically similar sources are inducing randomly
varying voltages on the antenna elcments, the resolution capabilities
of the correlation array must be expressed in terms of integration
times and confidence intervals. Consider again the four-element cor-
relation array and two independent svurces \source A and source B).
Then the expected value of the outnhut voltage can be calculated either
directly or by the characteristic function method and can be expressed
in termsa of the correlation coefficients of the individual voltages. The

voltage induced on the i~-th elemenc is
Vi(t) = VA(t + 'ri) + VB(T + Ti)

and

T = VIOV EV, 07,00 =
TIRA(T) RA(T g ) Ry 7 R (750 £ Ry (7 IR (7550 ]
+HIRg{7 IR BT 5424 Rp(T 2R G750t Rpimy I Rplrpa)]
HIR (T IRG(T3 5 R 30RG(T 50} # Ry (7 IR (T 55)

¥ RAUTIRGIT DV RA(T 5 R (7 3+ Ry (755 Rl ) )
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The first and second lines in this expression give the expected voltages
due to each source individuaily. The third and fourth lines contain the
cross-product components which occur as a result of the two ztages of
multiplication of the element voltages.

The variance of this cutput voltage could be calculated directly;
however, the large number of terme in the final expression would make
this quite laborious. Therefore, this quantity will be approximated as
previousiy by considering the variance of the voltage produced by a
single source on the main lobe axis and then introducing the new value
of Y{tj given by the equation above.

With an arbitrary angular displacement between the two sources,
and a given level of confidence desired in the result, it is possible to
calculate the maximum variance which will permit a significant differ-
ence in the araplitude of the output voltage wken the array is directed
at z source and when it is directed between the sources. This value
of variance can then be used to determ:ine the minimum permissible
integration time. So the array resolution is a function of two quantities:
level of confidence and integration time.

The resolution capabilities of the simple four~element correlation
array are listed in the following table. They are compared with those

of 2 lanear array.
Random Signals

Resolution at the 95 Per Cent Confidence Level

Four-Zlement Correlation Array Aperture of Equivalent
Length 4D Uniform Linear Array

Resoluiicn Zntegration Time

19° BT = 18 9.6 D
18° BT = 97 9.4 D
17.5° BT = 850 > 9.2 D
17° BT =
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V1 SUMMARY

Consideration of antenna arrays designed to receive randomly
varying signals buwried in a noisy medium is facilitated by the use of
statistical correlation techniques., With the familiar linear additive
array, the correiation coefficients of signal and of spatially distributed
noise can be used to obtain the element spacing for optimum signal
reception, With nonlinear arrays the output voltage again is expressed
in terms of the correlation coefficients of the signal and noise voltages
induced on the elements,

The directivity patterns obtained for the nonlinear arrays were
shown to be equivalent to those of linear arrays of greater length. These
patterns, and an analysis of the averaging time reguired to perform the
correlation procese, show that the correlation technique in antennas
is an exchange of iength for time.

When more than one signal source is present, the correlation
array encounters difficulties from the cross-product terms occurring
in the muitiplication processes. Willk two roherent sources, resolution
may only be possible at specific separations, rather than over a general
range of separations. In this case, each array must be examined under
the actual signal source conditions to determine exact behavior. With
independent sources, the process of correlation reduces the cross-
product effect, and the principle ~f length-time exchange is again valid.

This is the second report in this general study of correlation
techniques in antenna systems. Future work will be concerned with a
study of correlation arrays in the presence of distributed noise, and
with a determination of conditions of signals under which correlation

arrays are superior to linear arrays.
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APPENDIX I: CALCULATION OF VOLTAGE
RESPONSE PATTERNS WITH TWO SIGNAL SOURCES

The antenna will be 2 four-element correlation array with rela~

tive spacings d), =D, d,3 = D, dy = 2D, and D= A/2. The voltage

4

Lo PLg T

induced on the i-th element by signal source Ais V, = A cosw (t+'rA1)
and that by signal source B is VB = B cos wB(t+TBi), where 'r}\.1

= (di/¢) Binch. The signals which are interesting in this study of
correlation processes are grouped into two cases: (1) coherent signals
(wA= wB) and (2) signals with sligatiy different frequencies (wB ~wpE bw).
Therefore, (wAdi/c)z (dei/c) and the following notation can be used:

< _ wD wD
.5(—-—(‘_—‘-81"1¢A and Y--—é-sm¢B

Then the product of the four-ciemeat voltages can be written:

V= {[Acos wst + B cos wBt],f A cos (w,t + X) + B cos{w

Bt * Y)j-

‘1A cos(w,t + 2X)+ B cos (wgt + A cos(wAt-t» 4X'+ B cos(oh’H 4Y)}



{ AFPENDIX 1)

Carrying out the indicated nu,.iplications, and rejecting the multiple

Irequency components ( Zuw and 4u), gives

4
V= -g—{cos X+cos 3X+ cos 5X]+ %—-[cos Y +coe 3Y +cos 5Y]
+ = [cos(x+ 8w+ o8(3X 56t} +cC 3 SE+Suwt) +cos{X+4 Y +6ut}

coalX-47 -t} +co8(ZX+Y+0wd) +cos{2X~Y-8wt) +cos{3X+2Y+ouwt)
cosi{3X~2Y 5wt} +cos(3.{v4% - dut) +cos(3X-2Y ~dwt) +cos(6X-Y ~duwt) ]

<

3
+ égi{cw.’_'x'»éuﬂ+cos(3Y+6Js;+cos("~’i+6mt)+cos(i’+4X-6mt)
+ cos{Y-4X+owt) +cosl2Y+ KX -bwtlces{ZY - X+pwt) +cos(3Y+2X -swt}
+ cos{ 3Y-Z2X4but)-cos(3Y-4X+buwt) +cos(5Y~2X+bwt) 4 cos(hY 24 bet) ]
Alg®
+ -—g——[cos(X+2Y}+e:nf>8{X--?.Y:-*cosixL'&Y)+cos(X-4Y}+cos(2x+Y)+ccn‘ZX-Y)
+ cos{2X+3Y)+con{2XK-3Y)+cos{3X+2¥)+co5y X-2Y)+cous{4X+Y)
+ co8(4X-Y)+cos(X~6Y-28ut}+coai £X~-5\~Ebwtlscon(3X-4Y-26u,
+ cos(4X-3¥Y-26wt)+cos(5X~2Y-28ui) +c08{6X -¥~28wt)]

Although this 15 a formidable expression, tlie capability of the
array to resolve the two sources can k2 catimated by examining two
simpli}'ied equatipns:

Case 1...when source A 15 located on tre principal lobe of the arrsay
(X =0},

Case 2... when the principal lobte of the array is directed between the
two sources (X = Y).

If it is assumed that A - B and that 6w - 0, then the equalions for these

two casges are:

Case 1 4
v=:§‘.[6 +12cos Z' v 10 cos 2Z' + 8 cos 3Z' + & con 42

+4cos 52" + 2 cos 6Z']

Case 2 4
V=5 [12 cos 2" + 12 cos 32" + 12 cos 52" + 12 cos 72"]
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where, with the angular displacement of the sources denoted by &,

2' =7 gin B, and Z" = 7 sin g

Resolution of the two sources i8 certainly possible when the magniiude
of the voltage resyonse with the main lobe directed hetween the sources
{case 2) is less thar the magnitude of the voltage response with the
main lobe directed at one of the sources (case 1), Although this is

not the only condition under which resolution will occur, a comparison
of these two voltage responses as functiong of the separation oi the
sources should indicate the general action of the array in the presence

of two sources. Resolution is certain for separations of approximately

N\‘la""'—}.“ —1 \l‘\/
20 25 30 35 40 45
Angular separation of sources, 8,
in degrees

VOLTAGE RESPCNSE OF ARYAY AS A FUNCTION OF
SEPARATION OF SCURCES,

Dashed line: main lobe directed at one source,

Solid line: main lobe directed between sonrces.
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!.éo, 290,- and 430 whure the voltage response for the main lobe
directed betwsur the sources drops to zero. It is interesting to note
that the voltage respcass when tho main lobe is directed at one of the
sources iz uniformly low, and the array will not indicale a maximum
voltage regponse for this orientation, The genersl vollage response
patterns of thie array tor severel specific source separations are

shown in the accompanying diagrams, (Figs. 7, 8 angd 9).
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a - 25 Separation cf sources
Y = 20°
4
8 .20
& Source A Source B
g sl ource our
; |
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g .10 L
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.05 VA N\
/
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10” 20 30" 40

25T

Separation of sources

20t = 24°
Scurce A Source B
150
L0
05
W L l l
10 20 30° 40°

FIG. 7.—Voltage response pattern, four-element correlation array
and two coherent signal sources, Voltage normalized to anity for
maximum responrre of two coincident signal sources,
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.25 I~
o .
vg .20 ?epaganon of sources
S =29
E Source A Source B
g .15
£ 1
¢ .10 -
g '
S .05
>
10° 20° 30° 40°
.25
.20 | Separation of sources
= 340
15 Source A Source B
.10
05
10° 20° 30° 40°

FIG, 8.-—Voltage response pattern, four-elemernt correlation array
and two coherent signal sources. Voltage normalized to unity for
maximum response of two coincident s:gnal sources.
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- Separation of aources
.20 = 389

Source A Source B

Voltage magnitude
I
!

FIG. 9.~Voltage response pattern, four-element correlation array
and two coherent signal sources. Voltage normalized to unity for
maximum response of two coincident signal sources.

A similar response pattern, resolving the two sources, can be
obtained with a linear antenna with aperture 3) (6D), This i3

approximately the same length as the correlation array whose
patterns are plotted here,
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